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Abstract — Automatic question generator (AQG) technology
is a system developed to create questions automatically from
input in the form of text, images, and videos. AQG has been
developed using various approaches such as natural language
processing (NLP), statistical approaches, and other machine
approaches. AQG has a very important role in the world of
education, especially in independent education, because it can
be used as a good evaluation medium for students. Utilizing
AQG in independent education gives students full control to
determine their learning. AQG turns learning into a more
interactive experience by generating questions that can trigger
critical thinking and problem-solving skills. AQG technology
developed in independent learning will encourage students to
respond actively to the material and understand concepts more
deeply. Approximately 60% of research related to AQG has
been conducted for assessment, 18% for knowledge acquisition,
and the remainder for validation and other purposes. This
research was conducted by conducting a comprehensive review
of 63 articles related to AQG in education.
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| Introduction

The Covid-19 pandemic has been successfully
overcome, this tragedy has spread throughout the world
and has had an impact on everyone due to social
restrictions. The COVID-19 pandemic has increased the
need for a more independent and creative educational
transformation. In independent education, each student is
required to take the initiative in learning, seeking
information and learning resources by developing various
necessary skills. Independent education will encourage
students to think creatively. It will also encourage them to
generate new ideas. And it will encourage them to solve
problems in innovative ways. The development of
technology makes it easier for students to search and
collect information independently (Nguyen et al., 2022).
The success of participants in carrying out educational
activities independently is measured through evaluation
(Suardipa & Primayana, 2020).

Evaluation activities in the world of education
describe the interaction between teachers and students
(Kalman et al., 2020) that occurs during the learning
process. The most common evaluation done is by asking
questions or questions (Susanti et al., 2015). The more
questions you work on, the better your students' abilities
will be. However, a problem arises that producing a good
set of questions requires special skills (Kurdi et al., 2020).
Apart from that, the question sets obtained from books and
other sources are not relevant to students (Soni et al.,
2019). This results in the limited opportunity to get
questions with good quality to be limited. The utilization
of automatic question generation (AQG) technology (Riza
et al., 2019) becomes relevant to continue to be developed
to support educational activities (Tsai et al., 2021)
independently.

AQG is a system that can generate questions based on
topics following natural human language (Mulla &
Gharpure, 2023). AQG has experienced an increase in
popularity recently with many systems supporting
artificial intelligence technology for processing text
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(Araki et al., 2016)(V. Kumar et al., 2019) and pictures.
AQG has been used for various needs such as machine
understanding, conversational machines, and even
education (Mulla & Gharpure, 2023). AQG has been
developed for various needs, such as to help students
extract information from an article by changing the article
into a question form with a more concise presentation of
the topic (Liu et al., 2010). There are two main domains in
AQG, namely being able to produce syntactically correct
questions (syntactically) and meaningfully understandable
(semantically) (Mulla & Gharpure, 2023). AQG is one of
the main products of natural language processing (NLP)
methods. It is defined as the task of how a machine can
create questions that can be understood by humans.

Natural language processing (NLP) is used to make
machines understand language and what it means (Soni et
al., 2019)(Riza et al., 2019). NLP has two main focuses,
namely question answering (QA) and question generation
(QG) (Thotad et al., 2022). NLP has enormous potential,
especially in the field of education (Zhu et al., 2021)
because it can change the approach to learning evaluation
and also a deep transformation of independent education.
NLP originally used statistical and probabilistic
mechanisms (Young et al., 2018) that can only process text
in terms of sentence structure which has been transformed
with a combination of machine learning and can recognize
sentences in meaning. This is a solution to answer the
challenge of providing unlimited learning content.

Seeing the phenomena that occur in the current era.
This research focuses on presenting articles that support
the transformation of independent education with AQG
technology. The research was carried out by collecting
articles from 2018 to 2023 about AQG to then extract
information about the technology used in the AQG system.
Finally, the researcher carried out a manual classification
to determine groups of articles that were considered
relevant to the theme raised.

II. Related Work

The notion of autonomous learning engenders an
environment conducive to the maximisation of students'
potential by empowering them to align their interests and
aptitudes (Sarnoto et al., 2022)(Ishak, 2021). In Indonesia,
the concept of independent learning, or what is often
called independent learning has become a policy that has
been passed since 2022. This is a polemic that still needs
a lot of improvement (Ishak, 2021). Independent learning
is influenced by various factors, one of which is gender.
The gender factor shows that women have a better
tendency (78.2%) in learning activities (62.4%) (Mawardi
et al.,, 2020). Another factor that also influences the
success of independent learning activities is the source of
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learning content data or information, communication, and
technology (ICT), namely around 100% of teachers use
ICT in the learning process. However, 40% of students
were greatly helped in independent learning even though
the learning process was still under teacher supervision
(Rarasati et al., 2016).

Independent learning must be supported by
appropriate evaluation methods to measure the success of
the learning process. At least, working on questions is a
conventional method that is often used by teachers to see
the success of learning. Creating quality questions requires
skill and also takes a lot of time. In 2001 Cotton revealed
that teachers spend as much as 20% -50% of questions.
Studies show that the availability of questions that
students can access independently has a value of 3 on a
scale of 5 (Susanti et al., 2015). The lack of ability to
create questions makes evaluation activities bad (Kurdi et
al., 2020).

The AQG system has become a hot topic of
discussion for creating consistent evaluation questions.
AQG has been successfully developed to create TOEFL
questions (Susanti et al., 2015) for the vocabulary question
type with an average score of 3 on a scale of 5, this shows
that half of the questions created can be used for English
language tests. Other research was conducted on error
identification question types (Riza et al., 2020) and
sentence completion (Riza et al., 2019) producing an
accuracy of around 82.0% stated by experts. In the
SW+1H question type using the T5 method, it produces
the highest scores of 60.44% and 72.78% (Pandraju &
Mabhalingam, 2021). AQG has succeeded in becoming a
solution to meet the need for information regarding
learning evaluation in the form of a system that can
produce questions consistently, with content that is
relevant to students and in unlimited quantities.

I11.

The research method used was based on a systematic
literature review (SLR). PRISMA was used. PRISMA is
Preferred Reporting Items for Systematic Reviews and
Meta-analyses. (Abelha et al., 2020). This method is a
method that is quite relevant in carrying out SLR.
Research methodology is a method used to obtain results
from the problem to be solved. Thus, each stage carried
out is completed systematically to obtain accurate results.
Figure 1 shows the research methods carried out.

Research Methodology

1.1. Data Sources and Search Strategies

Researchers collect a database in the form of research
articles from websites that are considered to provide
articles with good credibility. Such as Google Scholar,
IEEE Explorer, Springer, and Arvix. Researchers also
conducted searches directly without going through the
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official website (hand searched) to complete database
requirements. Articles are determined from 2018 to 2023.
This is a range of years that is quite relevant in one
research period. In general, researchers identified articles
in English and Indonesian. In expanding the search range,
researchers used terms commonly used in automatic
question generator technology such as "AGQ, question
generator, automatic question generator for education"
and so on.

Eligibility Criteria

0

Figure 1. Systematic Literature Review

1.2. Selection of Studies

This stage aims to identify titles and abstracts that are
relevant to the research theme being conducted.
Researchers use supporting applications to make data
searching easier. There are special criteria that must
appear in the articles used, namely "automatic question
generator for education".

1.3. Data Extraction Process and Quality Assessment

Data extraction is a quite complicated stage because
care is required in selecting the articles to be used. At this
stage, there may still be many errors due to the large
number of articles identified. This stage refers to taking
information from the research methods and objectives in
the article that is considered relevant to the research
objectives.

1.4. Eligibility Criteria

According to (Abelha et al., 2020) three stages can be
used to carry out eligibility criteria. Eligibility criteria are
carried out to answer the research being conducted. So
some articles that do not explain the research including the
development process and results are not considered
relevant articles to the theme "automatic question
generator for education". Researchers hope that several
previous studies will explicitly reveal the phenomenon of
the transformation of independent education with
automatic question-generator technology.
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1.5. Constitution of the Corpus of Analysis

Articles that are considered relevant to the research
theme being conducted and listed as previous research are
arranged based on data source, year of publication and
alphabetical order. This analysis refers to the article
analysis technique developed by Bardin in 2011.

Searches based on keywords with inclusion criteria
produced a total of 102 articles. Articles that are found are
then marked with an ID to make research easier. As seen
in Table 1.

Table 1. Initial Findings

No Source Initial Findings  Exclusion Criteria

1 IEEE 7 5

2 ARXIV 47 43

3 Google 22 20
Schoolar

4  Hand 22 16
Searched

5 Springer 4 4
Ammount 102 88

Search results based on the keyword: "Automatic
Question Generator, AQG, Automatic Question Generator
for Education, Question Generator" succeeded in finding
88 articles that met the exclusion criteria. Researchers then
narrowed the number to 63 articles that were considered
relevant to the research objectives.

Error! Reference source not found. shows that
identification refers to the general research theme by
determining the keywords used. Reporting is carried out
using the PRISMA approach (Abelha et al., 2020) with
four main stages

1.6. Characteristics of Included Studies

In some cases, references in a study that is quite
relevant are 5 years ago from the year the research was
conducted. So, research conducted in 2023 used references
from 2019. However, researchers found that 2018 was one
of the years with a fairly high number of scientific
publications with the AGQ theme (Kurdi et al., 2020).
This is the basis for decision-making for the range of
articles used from 2018 to 2023 Figure 2.

Increases occur almost every year, this shows that the
AQG research trend is still relevant. Various factors
greatly influence the research trends carried out, such as
during the 2020 — 2022 Covid-19 pandemic. This results
in independent education by students becoming one of the
solutions to remaining able to attend school. In 2022, the
highest number of publications about AQG will be 26.
Based on the inclusion and exclusion criteria, the total
number of articles collected is 88. In the process of


https://portal.issn.org/resource/ISSN/3110-8385

[Fuadillah, Erry]

searching for articles related to automatic question
generators (AQGQ), researchers use articles that are related
to the world of education. In total, 63 articles are
considered related to the research objectives being carried
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out. As seen in Error! Reference source not found., The
blue color indicates articles provided with research
objectives while the orange color is the number of initial
findings according to exclusion filtration.

Keywords: Automatic Question Generator, AQG, Automatic Question
= Generator for Education, Question Generator
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&
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Figure 3 Publication Frequency per Year

1.7. Strengths and Limitations

This research seeks to provide an overview of efforts
to increase the transformation of independent education by
utilizing AQG technology. This research uses the
PRISMA method. We tried to identify as many articles
related to AQG as possible by expanding the keywords.
Despite researchers' efforts to improve research quality,
researchers limited their search to the 2018-2023 range of
databases with reliable credibility. Researchers prioritize
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articles that provide research objectives so that the articles
considered relevant are 63 articles taken from five
commonly used database sources. The search results still
contain deficiencies both contextually and technically,
making it possible that many articles were not included in
the research.

Iv.

The findings that the researchers obtained generally
focused on summary results based on the literature review
theory that Alsubait wrote in the article (Kurdi et al.,
2020) because this is considered the most relevant. The
research found various trends and highlighted various
conditions underlying research on AQG with various
speculations made. Alsubait wrote several main
components in the literature review environment such as
dimensions 1. QG research objectives, 2. domain, 3.
knowledge sources, 4. methods, 5. types of questions, 6.
question formats, and 7. evaluation. As seen in Table 2.

Researchers have succeeded in finding several
dimensions of Alsubait's approach. There are many

Result and Discussion
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limitations for researchers in making assumptions from the
articles used. This means that there may still be many
shortcomings in the grouping that has been done.

Table 2. Research Dimensions Based on Categories

Dimensions Category N:ﬁ?cel:es()f Presentation
Purpose Assessment 40 61%

Knowledge 12 18%

acquisition

Validation 10 15%

General 4 6%
Domain Domain- 47 76%

specific

Generic 15 24%
Knowledge Text 60 92%
source

Ontologies 3 5%

Other 2 3%
Generation Syntax 22 28%
Method based

Semantic 29 37%

based

Template 16 21%

based

Other 11 14%
Question Type Factual wh- 37 55%

questions

Fill-in-the- 11 16%

blank

questions

Math word 1 1%

problems

Other 18 27%
Reponse Free 42 66%
Format response

Multiple 19 30%

choice

True/false 3 5%
Evaluation Expert- 20 29%

centred

Student- 2 3%

centred

Other / 33 48%

Sistem

Evaluation

None 14 20%

The description given in Table 2 regarding

dimensions and categories in the context of AQG can help
detail the elements contained in the main tasks of AQG
and in efforts to evaluate the resulting questions. The
purpose dimension includes the purpose for which the
questions produced are used. The questions generated in
the AQG case can be used in various ways such as
Assessment is used to measure understanding, knowledge,
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or skills such as English language skills (Firdaus & Riza,
2020). Assessment in English has standards that have been
developed internationally such as TOEFL (Giovani,
2021)(Pertiwi et al., 2018)(Putera & Riza, 2019) and
IELTS (Firdaus & Riza, 2020)(Ferlanda et al.,
2022)(Firdaus & Riza, 2020). In this case, assessment is
the category most frequently carried out, namely around
60%. This shows that the need for an unlimited number of
questions is the basis for improving the quality of
education (Kurdi et al., 2020). This also supports efforts to
realize independent learning (Elkins et al., 2023) better.

Domain, this dimension refers to a field of knowledge
related to AQG technology. According to Alsubait,
domains are divided into two large groups, namely
specific domains and general. AQG technology supports
general question creation. However, to create good quality
questions, technology is sometimes needed that tends to be
more specific, such as AQG for Arabic (Alhashedi et al.,
2022), Indonesia (Kusuma & Alhamri, 2018), and China
(T. Zhang et al., 2018). The domain is also closely related
to knowledge source because it refers to the source of
knowledge or database from which questions are
generated. The more resources that can be identified, the
broader the research domain. Text is still the dominant
source of knowledge with a percentage of 92% as in
Error! Reference source not found.. This allows future
research to develop by recognizing sources of knowledge
in the form of images (T. Zhang et al., 2018), sound, or
video.

Generation Method is the main dimension that
includes the methods, approaches, and techniques used in
AQG. The methods chosen tend to be adjusted to the
availability of data sources and emerging trends. The
commonly used method is machine learning including
transforms (Raina & Gales, 2022)(C. Zhang & Wang,
2022), deep learning (Indrihapsari et al., 2023)(Chen et al.,
2019), Text Mining (Last & Danon, 2020)and many more.
generation method includes basic capabilities such as
generators based on syntax (paying attention to grammar
and sentence structure) 28%, semantics (questions created
based on meaning) 37%, template base (question structure
created based on predetermined templates or role models)
21% and other 14% for the oher approach. The following
section contains all the information about each article.
Table 3.
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Table 3. Details of the Approach Classification of Understanding Levels and Types of Questions

14
15
16

17
18
19
20

21
22
23
24
25
26
27
28
29
30

31
32

33

34
35
36
37

38
39

Article Level of Understanding Approach Question type
Syntax  Semantic  Template Other Fa‘f’t}:{al ]:{g:z Other

(Chen et al., 2019) v v
(Indrihapsari et al., v v
2023)
(Patra & Saha, 2018a) v v
(Alshboul & Baksa- v v
Varga, 2022)
(Flor & Riordan, 2018) 4 v
(Kurdi et al., 2020) v v
(Guin & Lefevre, 2022) v v
(Alhashedi et al., 2022) v v v
(Akyon et al., 2022) v v
(Chakankar et al., 2023) v
(Das et al., 2019) v
(Park et al., 2018) v v
(Patra & Saha, 2018b) v v
(Rodriguez Rocha & v v
Faron Zucker, 2018)
(Silvaet al., 2019) v v
(Last & Danon, 2020) v v
(Shimmei & Matsuda, v v
2022)
(Tsai et al., 2021) v v v
(Lee et al., 2018) v v
(Kusuma et al., 2020) 4 v
(Vincentio & Suhartono, v v
2022)
(Fung et al., 2020) v v v
(Thotad et al., 2022) v v v
(Zou et al., 2022) v v
(Dong et al., 2023) v v
(Scharpf et al., 2022) v
(T. Zhang et al., 2018) v v v
(Steuer et al., 2022) v v
(Zhao et al., 2022) v v v
(Wu et al., 2022) v v
(L. Zhang & VanLehn, v v
2021)
(Oh et al., 2023) v v v
(Kulshreshtha et al., v v
2022)
(Kusuma & Alhamri, v v
2018)
(Elkins et al., 2023) v v
(Steuer et al., 2021) v v
(Chan et al., 2021) v v v
(N. A. Kumar et al., v v
2023)
(Sun et al., 2023) v v v
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No Article Level of Understanding Approach Question type
Syntax  Semantic  Template Other Fa}it:al tlfz _lé-;:';k j:v[::z Other
(Marrese-Taylor et al., v v
40 2018)
41  (Duong et al., 2022) v v v
42 (Bitew et al., 2022) v v v v
43 (Raina & Gales, 2022) v v
(Z. Wang & Baraniuk, v v v
44 2023)
45 (Rizaetal., 2020) v v
46  (Surana et al., 2019) v v
47  (Muse et al., 2023) v v
(Srivastava & v v
48  Goodman, 2021)
49 (Rizaetal., 2019) v v
50 (Gupta et al., 2020) v v
51 (Bulathwelaetal., 2023) v v v
52 (Yuan et al., 2022) v v
(Papasalouros & v v
53 Chatzigiannakou, 2018)
54 (Bietal, 2021) v v v
55 (X. Wang et al., 2023) v v
(C. Zhang & Wang, v v
56 2022)
57  (Rodrigues et al., 2023) v v
58 (Firdaus & Riza, 2020) v v v v v
59  (Anwar et al., 2018) v v
60 (Giovani, 2021) v v
61  (Pertiwi et al., 2018) v v
62 (Ferlanda et al., 2022) v v
63 (Putera & Riza, 2019) v v

The next dimension in AQG is Question Type, which
includes several commonly used types of question in
assessments. Factual wh-questions are the most
frequently used type of question, namely 55%. This type
is very flexible for use in various domains, such as
education (Firdaus & Riza, 2020) (Rodriguez Rocha &
Faron Zucker, 2018) (Alshboul & Baksa-Varga, 2022) as
well as in other fields. Because this type of question
contains question words such as "what", "when", "where"
and so on. Questions of this type also usually have various
response formats such as free responses (Kurdi et al.,
2020). Factual wh-questions will give students the
freedom to answer without being fixated on the answer
choices provided. Meanwhile, the type of fill-in the blank
questions usually depends on the form of the sentence
produced (Riza et al., 2019) (Das et al., 2019). This type
of question is not very widely developed with a
percentage of 16% because it does not have the flexibility
of the wh-question type. However, in the case of
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improving grammar skills, fill-in the blank type questions
can be a pretty good choice (Riza et al., 2019) (Pertiwi et
al., 2018). In other cases, the fill-in-the-blank question
type is often combined with a multiple-choice answer
format (Das et al., 2019).

Lastly is the Evaluation dimension, in the case of
AQG the evaluation describes who is responsible for
evaluating the resulting questions. The evaluation process
involves gathering the data and information needed to
determine how well the AQG has been implemented. The
evaluation results can be used as the data needed to
maximize the desired results. evaluation carried out
directly by the system using an appropriate approach is
the main choice with a percentage of 48%. An approach
like transformers (Akyon et al., 2022) (Muse et al., 2023)
and deep learning (Bitew et al., 2022) (Marrese-Taylor et
al.,, 2018) have different approaches to evaluating the
resulting questions. Meanwhile, expert-centered entrusts
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someone who is considered an expert with a judgment test
to determine the extent to which the system can be used.

1.8. AQG Research Objectives in Education

AQG has a very close relationship with the world of
education (Kurdi et al., 2020) (Zhao et al., 2022). The aim
of AQG research was initially to help someone create
questions in a short time (Rodriguez Rocha & Faron
Zucker, 2018). This research was conducted to provide an
overview of the transformation of independent education
using AGQ technology using a comprehensive review
method. The research was conducted by collecting 63
articles related to AQG. Table 4 indicates the general aim
of research on AQG.

In the educational context, assessment is a process
for measuring students' abilities, progress, achievements,
and understanding of the material being studied (Kusuma
et al., 2020) (Marrese-Taylor et al., 2018). The purpose of
assessment is to collect data and information to evaluate
the extent to which students achieve learning goals (Silva
etal., 2019)

Table 4. AQG Research Objectives with the Theme of

Education
Objective Number of
articles

Assessment (evaluation) 40
Education in a wider environment 14
Independent  Learning and  self-

assessment 10
Supporting Media 3
Tutoring system 5
Exercise 40
Question  Generating  Information

System 4
Active Learning (active learning) 7

1.9. General Stages AQG

The AQG system development stages are summarized
into three main stages utama (Kurdi et al., 2020), this
refers to the activities of the articles that are referenced in
the research carried out. Each AQG task is different for
each case study that has been developed. In general,
however, they have various similarities that can be
grouped together to help the reader understand them more
easily. The stages explained are preprocessing, question
construction, and post-processing. Figure 4 shows the
general stages of the AQG system.

Question
Construction

lIl

General Stage AQG

Figure 4 General Stage AQG

Preprocessing

t

Post-Processing

J
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Preprocessing
Preprocessing involves a series of activities carried

out initially to prepare data for use in analysis or

modelling. (Pertiwi et al., 2018). The primary objective of
preprocessing is to convert data into a format that is
appropriate for utilisation and aligned with the
requirements of the analysis. (Wu et al., 2022). In the case
of AGQ, there are two groups of preprocessing which are
the main standards, namely: 1) general standards,
namely standards using natural language processing

(NLP), namely regex processing (cleaning text from

unnecessary punctuation) (Riza et al., 2019) (Pertiwi et

al., 2018), tokenization (changing sentence text into

words(Giovani, 2021) (Flor & Riordan, 2018),

lemmatization (returns the word to its basic form)

(Ferlanda et al., 2022), part of speech (groups tokens into

headings representing each type of speech(Gumaste et al.,

2020) (Chakankar et al., 2023). 2) special standards,

namely the steps carried out in several articles that have

been found. Specific standard objectives focus on
customizing data in hopes of producing better output.

o  Sentence simplification: This is the stage for
changing sentences into simpler forms (Flor &
Riordan, 2018). In many cases, the text used is often
of high complexity. However, in reality questions do
not require sentences that are too long (Kurdi et al.,
2020). Sentence simplification refers to the process
of simplifying sentences to make questions more
accurate (Last & Danon, 2020). Previous research
shows that there is a rule for simplifying sentences
by choosing feelings that are considered important in
a sentence (Patra & Saha, 2018a). Choosing good
sentences is the main key in the AQG system (Duong
et al., 2022).

o  Sentence classification. It has a role in determining
the categories of questions to be developed
(Papasalouros & Chatzigiannakou, 2018). This stage
has a role in identifying the type of sentence as a data
source. So that questions can be generated that are
more appropriate based on the sentences used (Kurdi
et al., 2020). In general, sentence classification
applies the NLP approach as part of the
preprocessing stage in the AQG environment. In
several AQG articles, sentence classification is used
to determine the position of blanks in fill-in the blank
question types (Riza et al., 2019) (Firdaus & Riza,
2020). In other cases, sentence classification is used
to determine the pattern of a question template
(Kusuma & Alhamri, 2018) (Dong et al., 2023).

o  Content selection. Content selection is a stage for
reducing sentences in a collection of chapters into
sub-chapters that are considered the most important
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(Steuer et al., 2021). In the case of AQG, content
selection starts from the aim of creating limited
questions, so it is necessary to select sentences that
are considered to have content that suits AQG's
objectives (Kurdi et al., 2020). content selection is
done with statistics (Chakankar et al., 2023),
summarizing (Chen et al., 2019) and text
classification.

Question construction

Question construction is one of the important stages

in the AQG case. This stage aims to produce relevant and
meaningful questions based on sources in the form of text
(Riza et al., 2020) (Z. Wang & Baraniuk, 2023), pictures
(Surana et al., 2019), and videos in certain contexts.
Question construction is the main stage but has a different
process for each type of question produced (Kurdi et al.,
2020), both from the form of the question and the form of
the answer. Several stages in question construction have
been carried out in several previous studies.

Question and correct answer generation. This is a
process carried out to create questions and answers
which are usually done simultaneously. This stage is
carried out using a syntax approach (sentence
structure) (Riza et al., 2019), semantic (meaning)
(Srivastava &  Goodman, 2021), templates
(Bulathwela et al., 2023), or statistical approach. The
answers developed must be accurate, relevant, and
appropriate to the questions asked. This will show
how good the quality of the questions produced is.

- Changing assertive sentences, namely sentences
those express facts, statements, or opinions, into
interrogative sentences (question sentences).
The way the process is carried out is by using
question words (Wh-words) (Sung, 2019) (X.
Wang et al., 2023), changing word order, and
using interrogative particles (whether).

- Determining the type of question, there are
types of questions that can be developed in
AQG such as filling in the blank (Pertiwi et al.,
2018), SW+1H (L. Zhang & VanLehn, 2021),
multiple choices and math questions (Scharpf et
al., 2022).

- Determine the empty position or wrong
position, this usually appears in question types
that do not alter the fundamental structure of the
sentence. But only determine the sentence then
one of the words is removed (sentence
completion) (Riza et al., 2019).

Incorrect options (distractor) generation. This is a

very important stage because it will greatly affect the

quality of the questions. Making distractors has
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many challenges because making distractors requires

good precision. A good distractor is a collection of

words that make sense so students have to think to
determine the correct answer (L. Zhang & VanLehn,

2021). Various strategies are used to create a good

distractor, including using keywords (Bitew et al.,

2022) (Patra & Saha, 2018a), the closeness of word

structure (Riza et al., 2019), part-of-speech

conformity (Pertiwi et al., 2018), and with other
approaches.

- The keyword approach is a collection of words
according to categories or themes. For example, a
collection of words on a biology theme.

- The word structure suitability approach, namely
calculating the closeness of a word to other
words, for example, "write" and "wrote".

- A part-of-speech congruence is usually a group of
congruent words having the same part-of-speech
type.

Distractor creation is adjusted to the type of question

that arises, such as grammar and vocabulary

questions (Sun et al., 2023) will produce a different
approach to making distractors even with the same
type of question, namely multiple choices (Patra &

Saha, 2018b). This type of vocabulary question tends

to require distractors that are antonyms and

synonyms (Sun et al., 2023) which are taken from the
correct answer, while grammar questions tend to
require distractors from word changes (Riza et al.,

2020). This is the basis that distractor creation is

greatly influenced by the purpose of creating the

question (Guin & Lefevre, 2022).

Feedback generation is a stage to provide feedback

to students, whether the answers to questions that

have been completed are correct or wrong. Good
feedback generation can provide benefits for
students because they can carry out evaluations
independently (Rodrigues et al., 2023). In more real
cases such as the use of AQG in Intelligent Tutoring

System (ITS) technology, feedback will provide

students with an idea of the progress of students'

abilities independently (Kulshreshtha et al., 2022).

There are several roles and functions of a good

feedback generator in the AQG system.

- Providing clarification and explanation, the
resulting feedback can explain the correct
answer and the wrong answer.

- Directing students, feedback can direct students
to study material that is considered not yet
mastered based on how many questions cannot
be answered (Lee et al., 2018).
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- Personalization, in several AQG systems that
are connected to ITS can be personalized based
on student performance (Kulshreshtha et al.,
2022). For example, if students often experience
errors in certain concepts, then the feedback
given will focus on that concept.

- Increased understanding and feedback can help
students improve their understanding of topics
that appear as a set of questions. This is an
important aspect of the independent learning
process.

The existence of feedback generation in the AQG

system helps students to learn better, improves

understanding, and identifies areas that need
improvement.

e  Controlling difficulties is a stage that functions to
determine how easy or difficult a question is.
Difficulty is a fundamental component of a question.
One method used to determine the level of difficulty
is statistical calculations (L. Zhang & VanLehn,
2021) (The more students answer correctly, the more
questions are considered too easy, and vice versa)
(Kurdi et al.,, 2020). Controlling difficulty will
produce questions that are by the learning objectives.
Research in the AQG field has developed rapidly
recently. However, there is not much research
focusing on the control of adversity (Chan et al.,
2021). So sometimes systems that are successfully
developed are not relevant when evaluations are
carried out together with students. Questions with a
good level of difficulty require a long time (Kusuma
& Alhamri, 2018) and large amounts of data (Zou et
al., 2022). Various approaches are taken to maintain
consistency of questions, one of which is an
ontology-based approach (Kusuma et al., 2020) and
based on Blom's taxonomy (Elkins et al., 2023) to
maintain the standard of the questions.

Post-processing
Post-processing is the final stage of developing the

AQG system to improve the results of the questions

produced. The primary objective of the post-processing

stage is to enhance the quality, relevance and suitability
of the generated questions. (Flor & Riordan, 2018). This
stage is carried out manually by experts (Last & Danon,

2020), therefore it is expected to produce questions of

higher quality (Yuan et al., 2022). There are several

actions carried out at the post-processing stage.

o Grammar checking is a step that needs to be done to
check that the questions have correct grammatical
rules. This includes gamma, word usage, and
punctuation. One approach commonly used for
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verbalization is to focus on the quality of the
grammar in the question. This approach also focuses
on linguistic issues (Kurdi et al., 2020) which is
considered to influence the quality of the questions
produced.

e  FElimination of redundancy, in the case of AQG
sometimes the questions generated may contain
redundant or redundant information. At this stage,
information that is deemed unnecessary can be
deleted to produce more concise and clear questions.

o Selection of irrelevant questions, this is the stage
carried out for ranking or filtering questions.
Previous research used an “over-generate and rank”
approach (Kurdi et al., 2020) where the resulting
number of questions are then ranked and filtered to
prioritize high-quality questions.

1.10. AQG’s Role
Education

The concept of learning is influenced by a number of
factors, including behaviour, motivation and aspects of
the learning environment. This concept is known as
independent education. (Daar, 2020). In implementing
independent learning, students can take the initiative in
planning, organizing, and directing their learning without
depending on direct teaching from the teacher or

instructor (Sarnoto et al.,, 2022)(Ishak, 2021).

Independent learning gives full control to students during

the learning process thereby giving them responsibility

for achieving their own learning goals. So far,
independent learning has become a hot topic of discussion
in the world of adaptive education (Srivastava &

Goodman, 2021) because it applies learning strategies

according to the learning styles and preferences of

individual students. The use of automatic question
generator (AQG) technology has a positive impact on
learning methods (Last & Danon, 2020) (Marrese-Taylor
et al, 2018) and personal learning by providing
opportunities for students to continue to develop
themselves by carrying out continuous evaluations
without having to have a teacher to meet the needs of
questions (Silva et al., 2019). Providing questions that are
relevant to the learning material being studied. AQG has
an important role in supporting independent learning seen

in Figure 5.

o [Interactive learning media. Interactive learning
media is media that can produce many interactive
questions from text (Park et al., 2018), pictures
(Surana et al., 2019), or videos. This makes learning
material more interesting and allows students to be
more active than just reading (C. Zhang & Wang,
2022)(X. Wang et al., 2023) or listening. AQG can

in Supporting Independent
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generate questions that can be answered directly and
can make students engage in critical thinking.

.+ Learning Support

Improve Critical Thinking Skills

O

SELF-EDUCATION witn

AUTOMATIC QUESTION GENERATOR

Interactive Learning Media +« ¢

Figure 5 The Role of AQG Technology in Self-Education

o Self-Assessment. Self-Assessment this was probably
the original goal of the development of all AQG
systems. The resulting questions can be used by
individual students as a self-evaluation tool (Muse et
al., 2023). Self-assessment is used to improve
students' abilities for various content being studied
such as English (Ferlanda et al., 2022), Arabic
(Alhashedi et al., 2022), Indonesian (Vincentio &
Suhartono, 2022), biology (L. Zhang & VanLehn,
2021) and even mathematics (Scharpf et al., 2022).
Self-assessment makes it easier for teachers to
encourage students to carry out evaluations
independently so that teachers can focus on the
pedagogical process and in-depth discussions. From
the teacher's side, this may be indirectly supportive.
Texts that circulate unofficially can be accessed
directly but without direct supervision will be
another problem for students. With the AQG system,
participants will independently receive more targeted
information (Steuer et al., 2022).

e Adaptive learning, Adaptive learning allows for
more personalized learning strategies and can help
participants from different backgrounds (Kurdi et al.,
2020) (Srivastava & Goodman, 2021). AGQ
technology explores creating questions that are
determined directly as part of the control that can be
carried out by students or what is usually called
independent learning. AQG technology is
convenient (Chakankar et al., 2023) for students
because students can determine for themselves
which material will be evaluated without having to
wait for the schedule given by the teacher. In several
studies, the AQG system does not have high
flexibility to be able to model all student models as a
media to support adaptive learning (Marrese-Taylor
et al., 2018). Therefore, the development of the AQG
system based on NLP and deep learning (Shimmei &
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Matsuda, 2022) is one solution to build a more
flexible AQG system.

o  Increased Information Retention, namely doing lots
of questions can help increase information retention.
Active thinking activities in answering questions can
help remember various information better than just
reading (Fung et al., 2020) and listening. One type
of question that can support active learning activities
is the multiple-choice question type (Patra & Saha,
2018a). Repetition of information will cause various
keywords that need to be remembered to be stored in
memory for a long time.

o Learning Support. Learning Support this case AQG
can be used in various educational contexts (Gupta et
al., 2020), such as intelligence tutoring systems
(Kulshreshtha et al., 2022), self-paced training, and
digital platforms (Muse et al., 2023). It will continue
to be available and enable learners to learn and
develop their skills. Learning Support shows the role
of technology such as AQG in helping teachers and
students are involved in the learning process. (N. A.
Kumar et al., 2023) carried out in a structured or
independent manner.

e [mprove Critical Thinking Skills. An answering
questions generated by the AQG system. This will
encourage students to think critically and analyze
information carefully. Good critical thinking skills
will be very useful for students in the independent
learning process, where students must take the
initiative in their learning.

V. Conclusion

After the completion of the Covid-19 pandemic, the
need for technology has increased in all aspects of life,
one of which is education. Automatic question generator
(AQQG) technology is a technology that has been widely
developed recently. AQG has a very important role in
supporting independent education. In today's era where all
information can be accessed easily, AQG allows students
to build critical thinking skills in independent education.
AQG stimulates students to have active thinking,
characteristic thinking, and problem analysis skills by
solving the questions given. One educational concept that
is deemed suitable is adaptive education using AQG
technology. This research succeeded in collecting 63
articles related to AQG in the field of education from 2018
to 2023. In general, AQG technology was developed for
assessment, which is around 61% of the total research
found. This shows the potential for AQG to continue to be
developed, especially in the education sector.
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